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of a speech enhancement unit (SEU). This 1is an electronic instrument
that automatically detects and attenuates tones, clicks, and wideband
random nolses that may accompany speech signals that are transmitted,
recorded, or reproduced electronically. An earlier version of this
device was tested extensiveiy by the Air Force and then was returned

to Queens Cullege for modification and completion of the system. During
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;,,_-«Dthn period that is covered by .this report, a number of major changes were
I made in the SEU, leading to a device that is simpler to use, more
effective, and wore broadly useful in its intended area of application.

Some of the changes that were made in the SEU were aimed at reducing the
degree of operator iuterveution that was required. To this end, the SEU
was greatly simplified and made more automatic. The manual Digital
Spectrum Shaping (DSS) system and most of the manual controls were
removed. A new system was added for adjusting the level of the input

signal. 1t keeps the signal at the level that maximizes the effectivenesﬁ
of the noise attenuation processes.

The INTEL process for attenuating wideband random noise was iucorporated
into the SEU. T7To make it possible for the speech enhancement unit to
operate ian real-time with all processes active, the hardware and software
of the syvrem were modified extensively., The MAP was upgraded by adding
a second arithmetic processor and a high speed memory. The existing
programs and algorithms were rewritten to reduce their execution times.
‘Thesa and the INTEL programs were modified to tully exploit the
| capabilities of the upgraded MAP.
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%i % 1.0  INTRODUCTION

;? ! This report describes the development, testing, and wodification of the
?: é SEU, an electronic instrument that can be used to enhance the signal-to-noise
bf ratio of speech signals that s&are accompanied by noise. This speech
enhancement inztrument is fully automatic and operatus in real-time. The
signal processing techniques that are implemented in the SEU, #s well as the
instrument itaelf, were developed over a number of years, primsrily under the

spcnsorsihiip of the United States Air Force, Rome Air Davelopment Center

¥

|

&: (RADC). The device that iy described in this report was designed and

Ej cocnstructed in two stages. The first stage system inoluded processes for
autosatically detecting and attenuating ¢two types of commonly encountared
interference -~ tones and impulses. After extensive fleid tests of the first

i stage system, work on the SEU was continued with the implemtation of a process

| for autokatic suppression of wideband rendom noise, The evolution of theso

processes and the implementation of the processes in the first utage system is

described in this section of the report, Section 2 discusses the changes

that were made in the device as a result of field tests that were conducted by ’

the Air Force under practical conditions. The modifications that were made to

inocorporate the process for attenuating widel:and random noise are described in
Section 3. Finally, in Section 4, recommendations are presented for further

development of the system and for a more efficient implementation of it.

1.1 Evolution of the Speech Enhancement Processes {

The earliest predoceszor of the Speech Enhancement Unit was a crude

device that was used in 1967 to demonstrate the feasibility of real-time pro-
cessing of signals in the spectrum domain. It was built around a real-time

spectrum analyzer that was known as a Coherent Memory Filter. Unlike the FFT
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g method of spectrum analysis, which it predated by several years, this instru-
{i ment wes analog in its implementztion. It generated both the amplitude
spectrum of input signals (ir a band from 50 Hz to 1000 Hz), and, almost as a

£ byproduct, an analeg veraion of the complex spectrum of theze signals. The

b

;{ potential of this device for processing signals became apparent when it was
z shown that by use of suitable circuitry, the original signal could be
E\ regenerated from the complex spectrum signal. The processing system consisted
?‘ of four electronic gates. These attenuated arbitrarily set zones in the
g; complex spectrum. When a gate was located such that it attenuated the spectrum
gi region that corresponded to the frequency of a tone that was present 1in the
éé input to the l!eavice, the tone disappeared in the regenerated output signal.

;' The next evolutionary step was to implement the technique deroribed

apove in the form of a device that could be used in a practical manner to

process speech sounds that had been obscured by tonal noises., This device,

P e
TR L

which was called a Coherent Spectrum Shaper, incorporated ten electronic gates
for the attenuation of tones. The gates were individually adjustable by use
of manual controls that‘set their lncations and widths. To aid the user in
setting the gates, the system included a display of the sbectrum of the input
signal. By inspecting the spectrum while listening to the signal he could
identify the components of the tones and sc locate the gates correctly iﬁ the
spectrum, A fully automatic version of this process was developed and
implemented in the firSt stage version of the SCU, which consisted primarily
of a very powerful minicomputer. The tone attenuation process was implemented
as a computer program that generated the spectrum, examined it to identify the

components of tones, set gates to eliminate these c¢owmponents from the

/ spectrum, and then regenerated the output signal from the modified spectrum.

T s r— ———— e+ —x e
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Because the process is antirely digital as implemented, it is refsrred to as
digital spactrum shaping, or D8S.

The Coherent Spectirum Shaper also included a mathod for attenuating

O i SRR A

wideband random noise. To process this type of noise, the comblex apectrunm
signal was conmpared to a pair of adjustable thresholds that were symmetrical
about a lavel of zero volts. Spectrum components of the input signal that
were lower than the threshclds were set to zero. This type of “basaline"
b clipping of the spectrum was effective in reducing the level of wideband
; réndce noise when the signal-to-noise ratio was greater than 12 dB, Lut it
was ineffactive when the S/N was lower than 12 dB.

The failure of the above approach to atteruate wideband random noise
] offectively led ¢to furthsr research in this area. First, a form of comb
filtering was tried, with bandpass filters (actuzlly, electronic gates) sst to

pass spectrum components at the frequencies of harmonics of the wvocal piteh.

To determine and track these harmonics accurately, a form of cepstrum piteh
extraction was implemented. Although this technigue clearly increased the S/N
it did not improve the intelligibility or even the 1listenzbility of apeech
signals that were accompanied by random noise. This was because the comb
filters passed any signals that were within their bands, and so in spectrum
regions outside the formant areas, the filters passed noise. The resylt was
that output speech signals were accompanied by a distracting, buzzy sound
whose pitch tracked that of the talker's voice.

The next apprcach tried was dasigned to eliminate the undesired noise
in the output of the comb filter process. In this method, which was called
total spectrum shaping, the amplitude spactrums of dinput signals that

contained speech plus noise were replaced by estimates of the spectrums of the

R
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speech component alone. These synthetic amplitude spectrums were then
converted into complex spectrums, which were used to generéte the output
cignal. 1In each synthesized amplitude spectrum, the frequency interval
‘between successive harmonic peaks was made equal to the estimated piteh of the
speech in the input signal. The vmplitude of each piteh harmonic was nmade
equal to the estimated amplitude of the sp2ctrum peak at the corresgonding
frequency in the spestrum of the input signal. The shapes of the peaiks
corresponded to the theoretical shape that would be observed for a ‘constant
frequency, constant amplitude signal whose spéctrum was deatermined ove:r the
sam2 analysis interval as was the spectrum of the input signal. To obtain a
refined estimate of the strength of the spasch component at a given pitch
harmonic frequency, a form of averaging across three successive spectra was
used to form the value of the amplitude of that component in the synthetic
spactrum. Finally, a new complex spectrum was generated in which the phase
angle at each frequency was the same as that ia the original input spectrum,
and the absolute amplitude was the same as that in the synthetic spectrum.
Then, an output signal was generated by an inverse tranaformation of the new
complex spectrum. This method resalted in a substantial enhancement of the
S/N and, in general, avoided introducing spurious noizez into the output
sigral. However, the regenerated speech sounded artificial and, probably due
to the averaging process, had a reverberant quality to it.

The tsechnique described above was unsuccessful in itself. J[lowavey, it
led to an important observation: although the influence of noise, in
randomizing phase angles, was still present in the synthesized complex
spectrum, the absence of noise components in the synthesized amplitude

spectrum led to a greatly reduced nois2 level in the regenerated output

. Bk etk ik
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% signal. Thir result suggested that un amplitude spectrum in which the
i % amplitudes and shapes oI the hardonica corresponded to those that would
\ 5
\ﬂ % naturally be cbserved for a ricise-free zpeech signal 2ould be used to generate
;5 ! such a signal even if the phases of the spectrum components were randomized.
ﬁi fl To test ¢this concept, amplitude spectrums o. roise-free speech signals were
ET obtained and were used to generate complex spectrums in which the phase angles
g; were randomized. Although the resulting cutput signa.s sounded "fuzzy", they
E\ did not sound either noisy or artificial, and they were fully intelligible.
F5 | Clearly, a technique for transforming an zumplitude spectrum of speech
iw and noise intv the spectrum of only the spoech compeonent of the signal would

provide the basis for an effective wethod of enhancing spee.h that was
accompanied by wideband random noise. To develop such a technique, an
approach was taken that was radisally different from those thzt had been
attempted previously. Ungderlying it was the concept, similar to that

underlying homamorphic filtering, of finding a transformation or a serises of

tranaformations that would miximally separate speech from noise. The most
effective tranaformation was found to be the spectrum of the square-rcot of
the amplitude spectrum of the speech and aoise. While this fuasevion is not
the same as the cepstrum, which is the spectrum of the log amplitude spectrum,
because it does resemble the cepstrum, and for convenience, in this report it
is referred tc as the root-cepstrum,

The enhanccment procedure consisted of processing the rooct-cepstrum of
an input s=ignal in such a way as to emphasize the couwponents of speech over
those of accompanying wideband noise, The enhanced root-cepstrum was than
retransformed to generate an enhanced rcot-spectium. 7This was then squarad to

form an amplliude spectrum with an enhanced ratio of speech~to-noire power,

}
]
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Decause random noise concentrates disproportionately mcre power in the
root-cepstrum regioan below 0.6 msec than does speech, most of the enhancement
that was achleved resulted from the frocesaing of components of the
root-cepstrum in this region, The significant difference between the
enhancement techniques that were tested lies in the method that was used to
process the root-cepstrum components.

The {ﬁporﬁant difference between the root-cepstrum of noise and that of
speech is in the distribution of power. For both types of signals, most of
the power 1is concentrated 1in the rqot-cepstrum region between zero and 0.5
msec¢. However, random noise concentrates disproportionately more power in
this region <than does speech. In fact, for equal amplitude signals, the
low=quefrency region of the root-cepstrum will contain about 10 dB nore power
for noise than it will for speech. Kll of the schemes for enhancing the S/N
of speech in random noise by processing the root-cepstrum cperate primarily by
attenuating the components in this region. 1In the region above 0.5 msec, the
power in the root-cepstrum of noise falls off monotonically with increasing
time (or, equivalently, with increasing quefrency). The root-cepstrum of
speech also tends to diminish with increasing time. However, in voiced
speech, minor peaks occur at locdtions that correspond to integer multiples of
the pitech period. Broad mwminor peaks also occur, at time points that
ccrrespond to5 the reciprocal of the frequency interval between formants. For
example, the root-cepstrum of the vowel sound /i/, with formants at say 250
Hz, 2250 Hz, and 2750 Hz, will exhibit a broad peak at about 0.5 msec, and one
at 2.0 msec,

One method <for proucessing signal components in the root-cepstrum is to

set %Yo zero all components in the region from 0.1 msec through 0.5 msec. The

bt
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component at zero time also can béAattenuated. but it must not be eliminated
since it represents the DC level of the rooted spectrum, This wmethod (which
was given the acronym ASPEN for gutomatic gpeech gphancement) was implemented
and tested in 1971. It was effective in increasing the S/N, usually by about
6 dB. However, it generated an audible distortion in the regenerated and
enhanced speech sounds, gliving the:a an  unnatural vocéder-like quality. It
also altered the character of the noise, converting the smooth; constant hiss
into a sound with a gurgling quality. Some listeners found this to be a more
distracting sound than the hiss of the input noise,

Our second approach ¢to processing <the signals in the root-cepatrum
proved to be more auccessful. In this methud, the average roct-cepstrum of
the nolse 1in the input signal is, in effect, subtiacted from the
root-cepstrums of the combined speech and noise. This is the so-called INTEL
process. By carefully adjusting the amount of ¢he average rcot-cepstrum of
noise that is subtracted from g?:3root-cepatrums of speech plus noise, the S/N
can be enhanced by as much as 12 to 14 dB. The distortions associated with
the ASFEN procedure are still present in the INTEL output, but they are very
greatly reduced. The INTEL process is one of the *three speech enhancerent
techniques that is implemented in the SEU.

The ¢third of the enhancement processes that was implemented was
developed in 1976, during the comstruction of the first version of the SEU.
This process, which is called IMP, is designed tc remove impulse noises (e.g.,
static discharges, ignition noises, etec.) from the input signal. Unlike INTEL
and DSS, which operate on transforms of the signal, IMP operates directly on
the input signal. As implemented in the speech esnhancement unit, IMP is the

first of the processes to be applied to the SEU irnput. In operation, it first
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? exanines ‘the time waveform to detect impulses. It next sets to zero regions
‘4 in the waveform where¢ impulses were found. Finally, IMP fills the resulting
’ gaps with short segments of the signal waveforms adjacent to the gaps. The
; output of the IMP process is perceived as being continocus and free of loud

impulses. However, low amplitude thumps can be heard occasionally, usually at

; i points where relatively wide impulsas were removed.

The preceding descriptions of the 3speech enhancement processes were
necessarily brief in this capsule history of their development. A more
complete description of the INTEL process is presented iq section 3, together
with a discussjon or the problems of implementing it in the SEU. Complete

explanations of the DSS and IMP proocesses can be found in the final technical

LI

E report on the preceding phase of thislproject.

1.2 Configuration Development Specification

R
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“he speech enhancement unit was developed to provide a means of testing
the speech processing techniques under practical conditions. These include

the use of the system in a normal working environment to enhance speech

1—,A~n»<¢4.m~w

signals that are typical of those that are received in the field. Obviously,
it was 1ol necessary to develop and implement a production prototype version

uf the system ¢vto meet the stated objective, On the other hand, the device

« W
U
would have o be reasonably practical as regards cost and size. To provide (\ 1
for the vpcssible expansion of the SEU to incorporate other processing !

techniques, the system had to be made flexible and easy to modify. Finally,

e
[

and most umportant, it had to perform the signal processing operations with
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maximum effectiveness and in real-time.

The processes that are implemanted in the SEU perform three types of
oparations on input signals. These are (1) transformation of the signal to
and froa the frequency domain, (2) logical tests on and examinations of the
signal in either the time or frequency domain, and (3) modification of the
signal in either domain. Equipment that performs such operations can be
implemented as hardwired circuits, or by a computer that 1is appropriately
programmed, or by a hybrid of these two apprcaches. For reasons of economy,
flexibility, and effectiveness, the approach taken was based wholly on the use
of a computer. Hardwired circuits would have operated more rapidly and so
would have aliowed a greater number of real-time processes to be added to the
system at a later time. But this approach would have resulted in a system
that was far less flexible, far more costly to implement, and probably much
largser than the one that was developed.

The basic configuration of the SEU is illustrated in figure 1. Incoming
signals are convertad in the pre-processor from analog to digital form for
input to the computer. At the output of the computer the stream of digital
data that represent the processed version of the input signal are converted by
the post-processor back to analog form for reproduction as sounds or for
recording. These two computer periphierals were designed and constructa2d at
Queens College. The computer itself is a commercially available unit.

Selection of the computer was the single most important decision in the
design and development of the SEU. After comparing several units, the
Macro-Arithmetic Processor (or MAP) that is manufactured by CSP, 1Inc., was
chosen for use in the SEU. The major factora that led to the selection of the

MAP were (1) the speed of the computer, (2) the ease ¢f programming it, (3)

e .
e il el T
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its precision, (4) its cost, and (5) its size.

W A, Wb

‘he origingl specifications for the SEU reguired that it have a dynamic

rangs of at least 60 dB. In binary terms this corresponds to a range of 10
&é ' bits. However, such a specification when appiied to syeech actuaily requires
;; a sampling range of 14 bits to allow for a (formant 1)/(fcrmant 2) amplitnde
¢ ratio of up to 24 dB. Frocessing of the input signals necessarily reduces the
| total power in the speech components at the same time that the noise

components are greatly attenuated. Consequently, the computer had to have a

oot ikl o PR 5

precision greater than 14 bits if any quantization noise or distortion
| introduced by processing of the signal was tc be negligible. Most of the
Ls sinjcomputers and array processors that were availatle at that time provided
ii at least 16-bit fixed point computation, and so could have provided sufficient
P precision for the processing of signals with a moderate to high S/N at the
input to the SEU. However, 1% was necessary to provide for the processing of

aignals in which the S/N was very low. In the case of tonal interference, the

objective was to be able to extract speech signals that were as wmuch as 20 dB

below the noise level. Hence, a computstion range of at least 18 bits was

required, pius an additional bit to allow for rounciing errors. The processing

of speech signals that were obscured by wideband random noise required a

sirilar precision, since at S/N at or below 0 dB the power in the speech

signal that 13 extracted by the INTEL proceas ¢an be as wuch as 20 dB below

‘ its power in the input.
The second major determinant in the selection of the coamputer was the

required apeed of computation. Real-time processing of the signal requires

that all of the operations that arc performed on a segment of the signal Dbe

completed before the succeeding segment is available for processing. That is,

11
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EJ ‘ the rate of computation must be at least equal to the rate of input of samples
;3 of the signal. Since the signal is sampled at a 10-kHz rate, this implies
) that a1l calculations per sample muat Le comp)eted within 100 usec., Actually,
only half this ampunt of time is available, sines, due to the use of a

50~pergent overlspped processing window, each sample is processed twice.

T EEEsT v o

b The ocomputation .speed that is needed to acileve real-time operation of
3 the SEU was e.timated from an analysis of the operations that are performed on
the input signal. The most time consuming of these are the transformations
between the ¢time and frequency .domains. Two such tranaformations are
performed per point by the DSS process and four more are performed by the
INTEL process. If, as seemed and was proved ressonable, it is assumed that
half the available computation time is consumed by the signal transformations,
then each transforn must be oompleteﬁ at a rate of 4,16 usec per sample point.
This corresponds to a transform computation time of 4.26 msec per 1024 real
pointa,

With the mirimum performance requirements of the computer defined, it
was possaible to ildentify the device that was most suitable .for uss in the SEU.
All of the standard, commercially available minicomputers were eliminated from
conzideration because they could not provide the required computation speed.
The only way ¢to achieve this speed was to use an array processor. Array

processors are speclal purpose computers that are designed primarily to act as

reripheral “number ciunucners®™ to a host computer, receiving data to be i

calculated on and returning the results when the calcula:ions are completed.

—

After reviewing the characteristics of the array processors that were
available, we selected the Macro-Arithmetic Prccessor (or MAF) for use in the

SEU.

12




The MAP is a dual pro:mssor computsr. One processor is a very high
speed 32-bi% floating point arithmetic unit that operates in a pipeline mode.
Two auch units can be incorporated into a MAP to achieve maximum computatioun
spead. Tha other processor iz a fixed point uni%t that is used primarily for
loginel teasts on data. Each processor can address any one' of three
independent memories. Through careful programming, a MAP with two arithmetic
processors and at least one high-speed memory can achieve the necessary
computation speed. The MAP can be used as a stand-alone data prov.essor,
independent of a host camputer, Thus, once the SEU software is 1loaded into
the MAP, the time-function samplies can be trunsferred directly between the MAP
and the pre- and posteprocessors. This capability is easential for successful
real-time operation of the SEU. Our analyses showed that the time that woulu
have besn taken for transfer of data to and from a hust minicomputer, even a
very high-speed one, would have been too great for real-time operation to be
achieved. The other array processors that were available at the time this
cholce was made were inferior to ti'e MAP in regard to precision or speed, and
lacked stand-sione capability. The array processor that was closest in
performance to the MIP was less flexible, larger, and about 50 percent more
expensive,

The other twn system units, the pre-processor and the post-processor,
were constructed using standard off-tho-shelf components. To meet the
accuracy required for the sampling of input signals, the A/D and D/A
converters in these units are 14-bit devices. Preceding the A/D converter in
the pre-processor is a sample-~and-hold unit whose aperature is about 3 nsec.
This narrow sampling window permits 1l-bit accuracy to be achieved at sampling

rates up o 20,000 samples per second, which is twice the rate that is used in
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the SEU. Preceding the sample-and-hold unit and succeeding the D/A converter
are 3.5=-kHz low pass filters that prevent any aliasing of components either in
the sampled input s=signal or in the regenerated output signal.  Full

descriptions of the circuits and characteristics of the pre-processor and

post-processor are presenTed in the final technical report for the first stage

version of the SEU. 1he changes that were made in the pre-processor circuits

are desoribed in ssction 2 of this report, which follows.
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2.0 SIMPLIFICATION OF THE SEU

In December 1977 the U.S. Air Force employed the SEU in a series of
field tests to evaluate its usefulness aad effectiveress. At that time, the
device cuntained two automatic speech enhancement processes anc, to supplement
these, it @also contained one enhancement prozess that was manually
controllable. To enable the oparator to optimize the operation of thu SEU,
weans were provided for adjusting basic system parameters over a wide range.
The rusults of the field tazats showed that the automatic cnhanciement processes

were effective in improving the listenability of receivaed speech transmissions

and, for signals that were obscured by tnnes, they improved the
intelligibility as well. The tests also revealed that aperators of the SEU
saldor usod either the manual process or the system parameter ¢ontrols, and
that when they were used tihey freqguently were set incorrectly. After
revieuing these results, the sponsor decided to eliminate the mnmnnual system
and the user selectable control of the system parameters and, wherever
possible, to autnuate othe, controls that previously had to be set manually.
These changes are described in this section of the report. Although the
changes reduced the flexibillty and potential usefulness of the SEU, they also
simplified its operation and led to an improvement in the effectiveness of the
automatic processes. As a result of removing 2ircuits that were no longer
needed, these changes also led to an improvement in *the roliability of the

aystem.,

2.1 Removal of the Manual DSS System

The manual DSS system in effect permitted the user to selectively

15




i attenuate regiocus of the signal spectrum that contained <the ocamponents of
i ; tones and narrow band noises that failed to be detected and attenuated by the
t autoaatic DS; process. To ald the user in locating thes¢ regions, a display
that showed the spectrum of the signal and tae locations of manually set
%‘ attenuation zones in phe spectrum was presented on a CRT. The operator set
the locations and widths of the attenuation zones by use of several controls
that were located on the panel of the system control unit (SCU). Contalned

within this unit were the circuits that were needed to convert the display

- g g e T =T g e

data from digital form, as provided by the MAP, to analog iorm for input to a

display oscilloscope. Inside the MAP, an I/0 scroll (which is an interface

eircuit i-u vecipheral devioes} controlled the transter of data between the

SCU and “"he MAP. The I/0 soroll provided the required "handshaking" control

signals as well as the necessary strobing of data vo and from the I/0 bus of

e o ah

the MAP. (A similar I/0 sorcli was used to control the transfer of speech

signal data between the SCU and the MAP.) l
Through the use of switches on the SCU panel, the operator of the SEU i
¢ould al;o‘control the duration and the updating of the input data within each |
input analysis window. He ocould. set ;he duration of the window (which was {
referred to as the input signal pyoceas-period) to 50 msec, 100 msec, or 00
msec. This feature permitted him to select the process-period that best !
matched the spectral dynamics of tonal noises in the input signal, He could
also "freeze" the input, holding the last process-period length segment of ( , ;
input signal in the MAP memory. This feature permitted the operator to cap- \

ture transient noises and to locate them in the spectrum. Unfortunately, as

in the case of the manual DSS process, these features were seldom used to :
! 1
advantage. Consequently, to further simplify the system, they also were ' ;
1
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removed.

With the circuits and controls needed by the manual DSS system removed
from the SCU, the I/0 scroll that handled the signals that were generated by
or required by these circuits was left with only three data items to transfer
to and from the MAP. These were the three binary signals that turned the
automatic processes on or off, To further simplify the SEU, the system was
rearranged so that these data are now transferred to the MAP through the same
I/0 scroll that transfers the input and output signal data. To accomplish
thiz, ¢the process selection signals are multiplexed with the digitized speech
signals, As before, the input signal data are read into and out of the MAP at
a 10-kHz rate and are stored in the input and output buffers in blocks of 1024
samples., The settings of the process-selection switches are now strobed into
the input data stream between the last sample in each group of 128 samples and
the first sample in the succeeding group, as shown in figure 2. This change
peraitied us to remove the I/0 scroll that previously controlled the transfer
of SCU control data to the MAP. It also permitted us to simplify the cabling
between the SCU and the MAP. Previously, it was necessary to use & “patch
board®™ to provide the correct cabling between the four output coinectours on
the SCU and the edge connectors on the I/0 scroll boards. With th- removal of
the manual DSS system, only two connectors are needed for SCU inputs and
outputs. These are now cabled directly to the remaining I1/0 scroll by use of

a fifty-wire ribbon cable.

2.2 ADDITION OF AN AUTOMATIC INPUT GAIN CONTROL
The SEU was designed to process speech signals tiat are tranamitted over

standafd 3-kHz wide communications channels. The input conditioning clrcuit
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in the system contrcl unit converts these input signals to digital forw for
, ' transmigssion to the MAP, wiere they are processed. The majorv electroni~2
components in this circuit are an anti-aliasing low-pass 'filter. a
a sample-and-hold, and an analog-to-digital converter. The filter provides over
60 dB of attenuation at ifrequencies above 5 kHz, and over 80 dB above & kHi.
,; For the expected class of input signals, ¢this insures that any aliased
components in the input to the MAP will be well below the low end of the 60-dB
dynamic range of the SEU. Every 100 microseconds, the sample~and-hold unit
sawples %the input, and "holds™ the sampled value until the next sample is
i taken. The *held" samples are converted to 1l-bit binary coded numbers by the
i A/D converter, a2t a scale of 14 bits equal to +5 volts and 0 bits equal to =5
| volts. The 3-nsec aperature of the sample-and~hold is more than adequately
short to insure that for signal frequencies at least up to 10 kHz the held
sampies reflect the amplitudes of the signals at the sampling instants with an

accuracy of at least one par{ in sixteen thousand (i.e., 1 bit out of 14),

oo e

The fourteen-bit range of the A/D converter (ADC) is most effectively

—m

usaed when the peak voltages in the input to this unit approach 5 volts. Since

the level of the irput signal can vary over a wide range, some means must be

o y -
NCTIELL

provided to adJust this level S0 as to achieve optimum use of the ADC. 1In the

earlier version of the SEU, this was achieved by preceding the input to the

P

: anti-aliasing filter with a high-gain amplifier and controlling the level of ‘
ﬁ ;"? the ' input to this amplifier with a manual gain control (i.e., a .
ii ‘ potentiometer). However, as was indicated earlier, during the Air Force 1
a testing of the SEU it was observed that the operators failed to use this é

control effectively or to adjust it appropriately when the level of the input

-

signal changed. Therefore, it was decided to supplement this control with an

19




aptomatic means of optimizing the level of the input signal. This new level
qontrol sysﬁeg compresses signais at the input to the sample-and-~ho.d in a
30—dB range from 70 mv to 2 volts to a 6~dB range from 1.25 volts to 2.5
velts. To allow for the pos;ibility that input sighals greater thah 2 volts
ray be applied to the SEU, the manual control of the input signal level was
not removed firom the svsten contrcl unit. 1Instead, it was made available to
the opepator through a selzction switch on the panel of the control unit.

The input automstic gain control (AGC) is illustrated in block diagram
form in figure 3. The SEU input signal is tpansmitted to the input condi-
tioning circuit through a multiplying digital-to-analog converter (MDACY. The
gain of this device is controlled b& a 6-bit binary word, which pgrmits the
MDAC gaiﬁ to be varied over a range of 32 to 1. During each 12.8-msec period,
the MDAC gain is held constant, at a level that was set at the end of the
preceding period. Dur%ng gaoh such period, the AGC circuit examines the peak
level of +the signal at the input to the S/H. From this examination it
determines the gain of the MDAC for the succeeding period, with the objective
of keeping thq signal peaks as high as possible. To allow for rapid increases
in the. signal 1level, “the AGC does not attempt to force signal peaks to the
max imum leyel. Instead, the circuit adjusts‘the 3ignal level so that at the
input to the sample-and-hold the peak level is in the range 1.25 volts to 2.5
volts, i.e., betweén 12 dB and 6 dB below the maximum allowable input level to
the ADC. It accomplishes this by compafing the full-wave rectified input
signél to thresholds that are set at these levels. If during any 12.8-m3ec
segment of the input signal the signal level exceeds the upper threshold, the
gain of the MDAC is re@uced by 6 dB during the next segment. On the other

hand, 1if the signal level falls below the lower threshold, the gain is
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inoreazed by 6 dB during the succeeding asegment., 12 the maximum level falls
between the thresholds, the gain is left unchanged. The 12.8-msec segment
length was chosen to insure thalt at least one pitch peak would be compared ¢to
the thresholds during each segement of the signal.

By mwmaking the peak 3signal amplitudes in each 12.8-msec segment fall
within a nar.'ow range, the AGC distorts the relative amplitudes of successive
segments. This distortion must be removed before the signal can be processed.
To accamplish this, at the end of each 12.8~msec period the binary word that
set the MDAC gain is transmitted to the MAP. 1In ;he MAP, the samples wituin
each group of 128 samples are reacal?d by dividing them by the numerical value
of their associated gain word.

The AGC apprcach outlined above has two potential weaknesses. If an
input signal contains speech that is accompanied by Qery large impulses (e.g.,
static or ignition noise) the gain of the AGC will be reduced in successive 6
dB steps until ¢the impulse peaks are in the 1.25 volt to 2.5 volt range. This
can result in excessive reduction in the level of the underlying speech. For
example, if the impulse peaks are 20 dB above the speech peaks (which would
make them about 30 dB above the average speech level) the AGC would reduce the
speech level to 36 dB below the peak inpu*t level to the A/D converter.
Consequently, the speech signal would be sampled by only 8 bits out of the
14-bit range of the converter, and the regenerated signal at the output of the
SEU would exhibit sampling quantization noise. To avoid this possibility and
assure the maximum effective use of the sampling range of the A/D converter,
the reduction of the gain of the AGC is halted when the average level of the
full-wave rectified input signal falls below a minimum 1level. The second

potential weakness is that the input sigral can be clipped if it increases by

22

AP —¥ Scde. mo . wabbtbin b winr et )




more than 6 dB in a 25.6~msec interval and definitely will be clipped when it
increases by more than 12 dB in this interval. However, the latter

circumstance is unlikely to occur for signals of the type that the SEU was

intended to process. These are 1likely to he accompanied by a significant

level of noise and may have been subjected to some degree of dynamic

compression by the tranamitting or receiving equipment in the communication

B e T

channel. In either case, the effect wil: . limit the maximum relative
change in signal level that can be o .crved in a 25.6-msec interval and so

reduce the chance that peaks in the speech signal will be clipped.

E The circuit diagram of the AGC unit is shown in figure 4, The input
E signal 1is applied to pin 17 of ICT7a, a Datel multiplying D/A converter. The
E% output of the MDAC is taken through a unity gain operational amplifier to the
E‘ AGC selector switch on the front panal of the system control unit. The input
J signal also is applied to the input of a unity gain inverting amplifier
(IC13a) whose output is rectified and summed with the rectified input signal
by another séction of this amplifier (IC13b). The full wave rectified signal
is fed to a solid state switeh (IC15a) and to a pair of comparators (ICida and

IC14d). The output of either comparator will drop to a low level (i.e., to a

logical 0) when the rectified signal exceeds the constant voltage that is
applied to its alternate input. These outputs drive the "set® inputs of a
pair of flip~ flops (IC1a and IC1b). When ICia is set its output is high

(logical 1). When IC1b is set its output is low. Both flip-flops are reset

} by a pulse (GRSL) that is applied to their "clear" inputs,
The gain of the MDAC is controlled by a 6-bit binary word that is stored i
in IC6, an 8-bit shift register., When the system is turned on and the 1I1/0

scroll begins to run, it develops a level 3ignal (RSH). The rising edge of
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RSH triggers a monostable multivibrator, ICla, which produces a 1-usac wide
pulse. This pulse, applied through a pair of OR gates (IC5a and IC5b) to
inputs SO and S1 of IC6b cause a presét binary word to be loaded into the
register. In binary form this word is 00001000, The middle six bits of the
word are applied to the gain control inputs of <¢he MDAC, When the gain
transfer trigger, GXFRH, is applied to pin 11 of the register, the stored word
will shift to the iight, or left, or not at all depending on the status of the
inputs SO0 and S1. The word will shift to the left if St is high and SO low,
and to the right if the reverse is true. It will not shift at all if both
inputs are 1low. The wupper three bits of the gain word are also applied to
three of the four "B" inputs of a quad 2x1 multiplexer (IC8). The lower threc
bits are applied to the B inputs on a similar unit (IC9). The upper six bits
of the digitally converted samples of the input signal are applied to the A
inputs on these multiplexers and the lower six bits to A inputs on two other
multiplexers, IC10 and IC11. IC11 also receives the binary signals that
enable or disable the operaticon of the automatic enhancement processes, The
four A inputs on each of these deyioes are selected for transfer to the device
outputs when the signal at pin 10 is a logical 0. When this signal is a
logical 1 the B inputs are gselected for transfer to the output. The
multiplexer outputs are transmitted to the MAP.

The sequence of orerations in the AGC is illustrated by the waveforms
shown in figure 5., Every 100 usec, the input conditioning circult generates
a pulse (ADSTR) that strobes the A/D converter data from the A inputs of the
quad multiplexers into the registers in the wultiplexer outputs. ADSTR is
applied ¢through an OR gate (IC5¢) and an inverter (IC2b) to pin 11 of each

multiplexer., For 128 of these pulses, the multiplexer input at pin 10 is at a
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logical O level, and so ADSTR will strobe the A input data isnte +the
multiplexer output register., After the 128th pulse the L/ seroll in the MAP
generates a pulse signal, FLAGY, that ralses the multlplexer select line to 8
logical 1 and so causes the B inputs ¢o be selected for transfer to the
muliplexer outputs. At the same time, FLAG! is inverted by IC2e and applied
to pin 11 of the gain data registe:, IC6, and to a monostable multivikrator,
IC4b. However, since both of these IC's trigger on a 0 to 1 tranyition, the
inverted leading edge of FLAG1 will not cause a change in their cutputs.

Shortly after the scroll generates the leading edge of FLAGi it producss
a second, shorter pulse, FLAG2, This signal, applied like ADSTR, atrobes the
selected input data into the output registers of the multiplexers, Thewe data
consist of the process-selection binary signals and the gain control word toat
established the gain of the MDAC during the preceeding 12.8 msec, Within 1.5
usec, these data are transferred via the I/0 soroll to the MAP. Subuequeutly,
FLAG1 is permitted to drop to a zero level. The inverted trailing edge of
ELAG1 triggers ICHb which resets flip-flops ICia and ICib. However, before
the resetting of these IC's is felt at inputs SO and S1 of IC6, the inverted
trailing edge causes the gain word currently stored in IC6 to shift right,
left, or not at all, depenuing on the signal levels at SO and 81 at that
instant.

During the next 12.8 msec, the newly established gain word will control
the gain of the MDAC. The full-wave rectified input signal will be compared
to thresholds of 1.25 volts and 2.5 volts by comparators ICMa and ICHd. 1If,
during this period, the signal never exceeds either thresho.i, the output
levels of flip~flops ICia and ICib will remain in the reset state (i.e., ICia

low and IC1b high). Therefcre, when FLAG2 is generated the SO input of 1IC6
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will be 1low and S1 will be high. Consequently, the gain word will shift one
bit to the left, which will increasc the gain of the MDAC by 6-dB during the
succeeding 12.8 msec. If the input signal exceeds the lower threshold but riot
the upper ons, IClb will be set, causing its output to drop to a logical 0
lavel, and the signals at beth SO and S1 will be low. As a result, the gain
werd will net shif't and so the AGC gain for the next 12.8-mse¢ interval will
ba the same 43 it was for the current one. Finally, if both thresholds are
axceceded, 1Cia 4also will be set and so its output will be high while that of
IC1h will be low. This will result in a one~bit right shift of the gain word,
producing 4 6-dB decrease in tae MDAC éain when FLAGZ 1s generated,

It 1s necessary to prevent the gain word from shifting entirely out of
the register when either no signal or a contlnuous high-level signal is
present. This ls accouplished by transmitting the fiip-flop outputs through
AND gatas IC3b and IC3¢. The alternate inputs to those gates are complemented
versions of the levels at those outputs of IC6 that correspond to the extreme
right and extreme left shift positions of the 1 bit in the gain word. Thus,
when the word is 100000 (maximum gain) the level at pin 10 of IC3c will be
low, which will prevent any further leftward shift of the word, Similarly,
whenn the AGC gain is a wninimum, the gain word will be 000001, and so the
inverted output of pin 18 on IC6 will produce a 0 level input at pin U4 of
1C3b.,

Earlier in this section of the report the need to prevent unnecessa .y
excesive reduction in the level of input speech signals was discussed. The
technique that was described for acccaplishing this is implemented by applying
the gated output of flip-flop ICia to the SO input of IC6 through a second AND

gate, XC3d. The alternate input to this gate is a level signal that is high
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when the average level of the full-wave rectified input aignal is above a

minimun acceptible 1level, and low otherwise. The level signal, MINGAIN, is

generated by an integrator circuit (IC13¢) and a comparator (ICi4b). Solid

e o
P .A«W !

P T T

| ! state switches S1, S2, and 83 (IC's 15a, 15b, and 15¢) c.>ar the integrator
g% ilaix every 25.6 msec. This length of integration period was selected to insure
a 5 that the ocomputed average signal 1level would include at least two pitch
periods of an input speech sigral. The switches are controlled by waveforms

that are generated by flip-flop IC16b, AND gate IC3a, and CR gate 1C5d. The

outputs of the flip-flop are camplemented at every occurrence of FLAGH, When
the flip-flop is set (that is, when Q is high and Q' is low) the output of

2 IC3a will be low and that of IC5d will be high. Consequently, SW1 will be

AN - - b

closed, connecting the integrator input to the output of ICi13b, and the short
circuit across the integrator capacitor (SW3) will be open as will be SW2.
Winen the next FLAG1 is generated, the flip-flop cutputs will be complemented.

Until GRSH is generated the SW1 control signals will be the same as before.

S0 will be the SW2 and SW3 control signals, since GRSL will be high., At the
end of FLAG1, GRSH will go nigh and GRSL will go low. Consequently, for the

duration of this 1,5-usec long pulse, SW2 will connect the iaput of the

it.

!
integrator to ground and SW3 will short the integrator capacitor, discharging %
I

L1

e
o
e T

TP T

T e g
LI b

29

Ghase ppsien s ot




:
|

3.0 IMPLEMENTATION OF INTEL IN THE SEU
Implementing INTEL as a real-time process and integrating it with the
DSS and IMP processes raised a number of major design problenms, These can be
grouped inte four categories:
1. Whether to execute INTEL before or after DSS and IMP.

2. Ho.' to provide the memory spaca that would be required to store
the programs and data arrays or IiNTEL.

3. How to achieve real-time ogaration of the SEU with all proces-
ses active.

4, How to generate the sepstrum threshold functicn for 1live input
signals in which the wideband noise compunent can vary.

Most of the time and effort expended on this project was devoted to working
out the solutions to thesa problems, as 1s described in this section of the

report. .

3.1 Location of INTEL in the Sequence of Processes

The sequence in which signal processing operationa are performed can
grectly affect the effectiveness of the processes. For exawple, during the
implementation of the earlier version of the SEU it was found to be better to
perform IMP after DSS rather than before it, Executing IMP first did not
significantly improve the ability of DSS to detect tones since the spectram
levels of the components of impulses tend tb be small even when compared with
those of tonal noises. On the other hand, removing strong tgnes from the time
waveform of the signals befoers 1t is processed to remcve impulses
siguiricantly increased the 1likelihood of detecting weak impulses, Similar
observations and considerations led us to conclude that it would be better to

place INTEL after DSS and IMP rather than before them. Placing INTEL first
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might have removed sufficient wideband noise from input signals ¢o anable DSS
to detect and attenuate weak tones. However, if INTEL had been placed first,
any strong tones in the input signal would have distorted the shape of the
root-cepstrum, particularly in the low-quefrency region. Since the
multipliers that scale the cepsirum threshold in this region were selected to
achieve the optimum attenuation of a pure random-noise root-cepstrum, any
distortion of the shape of the root-cepstrum due to the yresence of tones
would have reduced ¢the effectiveness of INTEL. To avoid any loss in the
effectiveness of INTEL, it was made the last of the processes to be executed

in the SEU.

3.2 Implementation Problems

One of the two major problems of implementing INTEL and integrating it
into the SEU was related to pruviding the memory space that was needed to
store the INTEL programs and arrays ia the MAP, At the start of this project,
the programs and arrys of DSS and IMP required virtually all of the 12,288
word storage capacity of the MAP. Although the INTEL software had not yet
been written, it was poasible to estimte that the programs and arrays would
require at least 1500 words in the MAP's memory. While some of the needed
space could have been (and ultimately was) provided by rearranging data arrays
in DSS and IMP and by equivalencing arrays wherever possible, these measures
would not have been adequate and the size of the MAP memory had to be
expanded.

The second, and pmore difficult problem was that of minimizing the
execution time of the s3ignal processing techniques 30 as to achleve real-time
operaﬁion of the SEU. This required that all operations be completed by the

time each new segment of input signal is ready for processing. That 1is, all
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operations had to be completed within 102,4 msec, since the input signal,
which is sampled at a 10-kHz rate, is stored in the SEU in blocks of 1024
samples. At the start of this project, DSS and IMP took about 90 msec to run,
leaving about 12 msec of 1dle time. This was grossly inadequate for the
requirements of INTEL. The FFT's of INTEL alone would have required 80 msec
if they were computed at the same speed as those of DSS. Obviously, it was
essential to greatly reduce the time taken for these calculations and ‘or all
of the other signal processes that were implemented in the SEU.

A three step approach was used to achieve real-time operation of the
SEU. First, the MAP was modifiesd so-as to increase the speed at which it c¢an
perform calculations. Second, the FFT programs were rewritten so as to take
maximum advantage of the improved capability of the MAP, and thereby cut their
running time by 50 percent. Third, the existing DSS and IMP routines were
revised so as to speed them wherever possible, and they were rewritten so as
to make full use of the MAP hardware, as was the newly written INTEL programs.
The need for the last of these steps can be demonstrated by considering the
time required for the execution of these routines, With the time required for
the calculation of an FFT cut in half, the time needed for the DSS FFT's
became about 20 msec and the time needed for the INTEL FFT's became 40 msec.
This left 42.4 msec for the completion of all of the processing operations,
The DSS and IMP operations took 50 msec in the original version of the SEU.
Even if the time required by these operations could also be cut in half (which
it could not) there woculd be only 17.4 msec left for the INTEL processes.
These processes include amplitude weighting of the time waveform, detection of
voicing, root-compression of the spectrum, computation of an averaged and

scaled root-cepstrum of noise, and subtraction of cepstrum threshold from the
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root=cepstrum of the incoming signals, Therefore, to maximize the time that

was available for the INTEL processess, the existing DSS and IMP programs had

to be changed to reduce their execution times to the absolute minimum,

It was apparent at the outaet that there was another way to increase the

D S P

NER time available for INTEL, one that would have required much less effort. This
would have been to increase the duration of each 1024-point sample block of
input data and thereby extend the time that was available for the cowpletion
of all processes. For example, the block duration could have been increased
from 102.4. msec to 128 msec by reducing the sampling rate to 8 kHz., The

' additional 25.6 msec might have made it possible to avoid the need to modify

g : some if not all of the existing processing programs. However, the cost in

syster performance would have been too great. With ¢the number of asignal

f; points processed per block held constant, a 20-percent reduction in the

sampling rate would have resulted in a 20-percent reduction in the band-range

of the processed spectrum, In particular, the DSS spectrum range would had to
have been reduced %o 2400 Hz. This would have resulted in a substantial loss

in the quality of the regenerated speech sounds. To avoid any degradation in

P S

the high quality of the DSS output, this approach was not considered

appropriate at the start of work on this project. However, it was not

; rejected completely, but was held in reserve against the possibility that the
steps that were to be taken to speed the SEU might be insufficient to achieve i
i

} real-time operation.

3.3 Upgrading the MAP
Substantial changes were made in the MAP to provide space for the
programs and arrays of INTEL and to speed the calculations and logical

operations that were required in all of the processes. The MAP is a very
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powerful minicomputer, Its architecture provides for three completely
independent data busses, with a separate memory associated with esach bus.
Programs can be executed by a conventional central processing unit (oailed the
CSPU in the MAP). Very high~speed calculations on arrays of data can be
performed by a separate processor, czliled the AP or arithmetic processor.
Both the CSPU and the AP can communicate with any of the three memories and
they can operate in parallel, Thus, the AP can be wused to perform array
calculations at the same time ¢that the CSPU can be performing logical
operations. '

At the start of this project, h096-word memories were provided on all
three busses of the MAP. All three nmenmories were composed of MOS
integrated cirouits and each had a nominal access time of 500 nsec. To help
meet the gpace and speed requirements of the final version of the SEU, the UK
memory on BUS1, in which the programs and some data arrays are stored, was
replaced by an 8K memory. The 2K memory on Bus 3, in which the FFT data
arrays are stored, was replaced by a 3K, 180-nsec bipolar memory. The faster
memory wmore 4Ythan halves the time required to fetch and store FFT data. The
addition of 1K of storage Lo Bus 3 memory permitted the cosine table that 1is
needed for the calculation of the FFT's to be stored in the same high-speed
memory as the FFT data.

A second major change that was made in the MAP was to add a second
arlthmetic processor. Two AP's, operating in parallel, can be used to reduce
the time that is needed to perform calculations on an array of data. This
speedup is especially effective for algorithms, such as the FFT, in which the
same calculations are performed on the entire array. In such cases, with

careful programming of the parallel operation of the AP's, the FFT calculation
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time can be reduced by nearly 50 percent. (Although the use of two AP's will

double the rate at which calculations can be performed, the time it takes to

compute the FFT of an array cannot be cut in half because of time losses that

- result from contention for the same memury by both AP's.)

: was completed early in the project., To provide the DC power that was needed
by the new components of the MAP (the second arithmetic processor and the 3K
fé bipolar memory) the MAP power supply was replaced by a more powerful one that

provides an additional 22 amperes at 5 volts DC.

. The upgrading of the array processor, now classified as a Model 300 MAP, i

3.4 Speedup of the FFT Computations i
In the earlier version of the 3SEU, Fourier transforms were computed by
a radix-2, not-in-place algorithm. A 2048-point real-to-complex or complex-
to~real transform was calculated in 20 msec. The first step toward speeding
up this calculation was to substitute a radix-4 FFT_algorithm for the one in

use. Then, after verifying that the algorithm was computing the transforms 1

correctly, it was reprogrammed to use both AP's., Lastly, the cosine table was l

moved from Bus 1 memory, where it had been stored together with the FFT !

program, to the bipolar memory on Bus 3. These changes reduced the time to 4

compute 2048-point transforms to 9.8 msec., The DSS and INTEL processes %

require together six transforms of 2048 points. Four of these ars {

time/spectrun conversions, each of whizh transform 20U8 points during the !
processing of each 102.4 msec long block of input signal data., The remaining
transforms are the four 512-point spectrum-to-cepstrum transforms and the four
512—pqint cepstrun-to-spectrum transforms that are performec during the INTEL
processing of each block of input data. Thus, all of the FFT calculations

together take 58.8 msec, which leaves 43,6 msec available for the DSS, IMP,

S g it ud e e
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3.5 Speedup of DSS and IMP
In the earlier version or the SEU it took about 50 msec to execute the
DSS and IMP processes., Most of this time was consumed by routines, such as

MATCHPK, that ran in the CSPU., This is the routine that identifies as

components of tones those spectrum peaks that appear on two successive spectra

and that have the same amplitudes and locations on both spectra. This

routine, and others like it, require computer operations that examine the data

i and/or compare them to a reference, and, based on the result, take appropriatg
:j actions., These same operations, if run in the AP, could be executed in about
one=-tenth the ¢time that they take to run in the CSPU. Unfortunately, the AP
has very limited capability for performing logical tests end for making

decisions, and none whatever for program branching . However, through careful }

use of the AP instruction repetolre, it was possible to program some of these

N i
- e

routines to run in the AP. It also was possible to convert some of the DSS

e

and IMP array calculation programs from MAP 200 form (i.e., computations that

use a single arithmetic processor) to MAP 300 roirm that uses ¢two arithmetic

o - s

processors operating in parallel. hese changes reduced the execution times

o gt
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of DSS and IMP to about 20 msec.

2.6 Generation of the Cepstrum Threshold

The cepstrum threshold is a computed function that 1is subtracted from
the root-cepstrum of the input signal in order to enhance the ratio of signal
powar to noise power in the root-cepstrum. It is generated by computing the
average root-cepstrum of the noise in the input signal and then multiplying

/ each of three regions of that function by an appropriate scale factor. These
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regions are the quefrency range from 0,1 msec through 0.5 msec, the range
above 0.5 msec, and the zero time point. The scale factors that are used were
determined by experiment as being those that produce the optimum cepstrum
threshold function. The optimum function is the one that maximizes the
attenuation of noise while keeping the distortion of speech to a minimum.
Ideally, the average root-cepstrum from which the cepstrus threshold 1is
generated should continuously reflect the average properties of the noilse that
is present in the input to the SEU, To permit this funotion to respond to
changes in the quality and intenaity of the input noise, the average
root-cepstrum must be updated ocontinuously. HMoreover, to insure that the
average root-cepstrum represents only the noise in the input aignal, the
individual rocot-cepstrums that ocontribute to the average wmust represent
segnents of the input signel that contain no speech sounds. The firat of
these requirements was met by using a lossy integration funotion to compute
the average root-cepstrum. To meet the second requirement, an algorithm for
detecting volced speech wsounds was wmade part of the INTEL software. This
algorithm cannot detect unvoiced speech sounds and it is not a perfect
detector of voiced ones (especially at S/N below 0 dB). However, it is
sufficiently sensitive to detect voiced speech sounds which, if they were
included in the oalculation of the average root-cepstrum of noise, would

significantly distort 1its shape.

3.6.1 Calculation of the Average Rool-Cepstrum of Noise

A number cf methods can be used to compute a running average of a func-
tion. The simplest is to use lossy integration, i.e., to allow the contribu-
tion of a component to diminish inecreasingly with time, This 4is inplemented

in the SEU by the formula
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current avg. root-cepstrum = (1 - a) (previous avg, rootw-cepstrum)
+ (a) (current root-cepstrum)
The valus of the constant, a, was chosen to yield a time-constant of 0.5

seconds, thereby permitting the caloulated average root-cepstrum to track

reasonably rapid changes in the input noise. The average of the root-cepatrum
i is updated only when the voicing detection algorithm indicates that voiced
adpeech is not present in the input signal. At all other times the average of

| the root-cepstrum is held vonstant,
3.6.2 Detection of Voiced Speech Sounds

The voloing detection prooédure that was implemented in the SEU is a

version of the NUPITCH technique for measuring vocal pitch. This technique,
f whioch was developed under previous Air Forve contracts, is capable of detect-
ing volced speech soinds at S/N down to «~6 dB, AT O dB, the type 1 error
(false rejection of voicing) is about 5 percent and the tybe 2 error (false
deteotion of voicing) is about 15 percent, At -6 dB, the type 1 error rate
increases to about 10 percent., Most of the type 1 errors occur at instanta

when the instantaneous intensity of voiced speech sounds is well below the

N . m—— c— o ———

average intensity of the speech osounds (e.g., at the starts and ends of

sentences, at asome syllable boundaries, Just before vowel/fricative

i transitions, ete),

NUPITCH detects voicing by determining if the largest speotrum penks in
the spectrum in the region from 200 Hz to 1000 Hz are harsonics of some
fundamental frequency. The routine first identifies the five largest peaks in
this range and then selects the three largest of these and arranges them in

order of increasing frequency. The frequency intervals betwean the first and
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second peaks and between the second and third peaks are determined and

compared in a series of tests in which %he larger of the two intervals is
; compared first to the smaller one, then if necessary, to twice the smaller one

and finally to three times the smaller one, 1Iif, for any of these comparisons

the compared frequency intervals differ by less than 40 Hz, the spectrum peaks

e e g

. are sald to be conditionally harmonicaily related, If none of the comparisons
satisfies this requirement, the smallest of the three peaks is dropped, and
the entire procedure i3 repeated with the fourth largest peak substituted for
the third one and, if neoessary, once again with the fifth largest peak

substituted for the third one, If, after all peaks have been used, none of

the -comparisons satisfies the spaocing requirement, the decision is made that
the input signal did not contain voiced speech sounds,

When ‘three conditionaily harmonlec peaks uare found, ihe algorithm tests
their harmonicity more precisely. First, the difference in frequency between

the first and last peaks in the sequence is divided by the total harmonioc in-

emme - L

terval betwesn them. The resulting number is an estimate of the fundamnental
frequency of the presumably harmonically related peaks. Next, the frequency

of each peak is divided by the estimated fundamental frequency and the result

[ S

is rounded to the nearest integer multiple cf 0.5, If any one of these
calculations leads to a nnmn-integer result, the pitch interval is cut in half

and the calculated values are doubled. These are the probable harmonic

numbers of the spectrum peaks. Next, the estimated fundamental frequency is

multiplied by each probable harmonic number and the results subtracted from

the frequency of the corresponding spectrum peak. Finally, the average of the

|
T -

absolute differences, determined as above, is computed. If this value is less i

than 10 Hz, the input signal is identif'ied as ocontaining voiced speech whose

. : . - ‘ v A




plteh is as computed. Otherwise, the algorithm decides that the input signal

did not contain voliced speech,

Because of the relatively wide limit lmposed on the average absolute

difference memsure, the NUPITCH procedure tends to deteot voicing in speech

when 1% is not present far more of'ten than it fails to deteot voicing when it ;

is pressnt. For the purposes of INTEL, this distribution of errora is

desirable, since it tends to insure that any sound that even remotiely

resembles voiced speech will nut be included in the calculation of the average

rootwcepstiuy of noise,

Most of the time thet iy taken by the NUPITCH routine is consumed during.

the initial step of identifying peuaks ln the amplitude spectrum. To minimize
the running time of the routine, the peak-detection procedure, which could

woat sasily have been pregrammed to run in the CSPU, was programmed to run in
the AP,
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- 4.0 OBSERVATIONS AND RECOMMENDATIONS , .
;3 ; The speech enhancement unit as implemented meets or exceeds all of its !
ﬁ: % required performance characveristiocs., In its present form, it can be wused i
. }
:

[' f under a wide range of practical oconditions to test all of the processing i
; techniques, without requiring any special training of the operators of the !
ﬂﬂ system, For the most part, the operator's role is reduced to turning the 1
‘ automatic processes on or off, when and as required. The SEU can be used as a !
stand-alone device or, through th~ use of the remote control feature, as a

!
7; : part of a larger speech processing station.
j The last few weeks of work on the SEU were devoted to testing,

adjusting, and "fine tuwiing" the systenm. The results of the tests are

T st e

;} . summarized in the observations that are described below and in the

recommendations that follow.

4,1 OQbservations

4,1,1 INTEL

e e ————

The operation of the INTEL prooess is  oonbrolled by four parumeters,

These are: the duration of the process period, the location of the boundary

between the low and high quefrency band in the rootecepstrun, the root that is

used for compression of the spectrum, and the factors that ure used Lo scale |

: f the average rootwcepstrun of noise. In the curront version of the $EU, only
the last of these parameters ocdn be adjusted. The others are fixed at values

that, during +the early yeara of. reseurach on the INTEL process, wers found to

be optimum for procesuing speesh sounds that were accompanied by white noise.

The ropatrum scale factors eritically affect the performance of INTEL.
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If they are set too high, the normal dynamic variations of sound intensity in

speech will be greatly exaggerated in the INTEL output. The gurgling quality

that is associated with the noise in the INTEL output also will be

L3
L

exaggerated, If the scale factors are set Yoo low, the INTEL process will not

provide as great an enhancenent of S/N as it is capable of doing. Selectinn

R R e

of the optimum scale factors proved to be orucial to achieving the best
possible performance of INTEL.

The scale factors that were selected were determined heuristically. A

series of tests were conducted during which the scale factors were adJusted

for optimum processing of each of a number of test recordings. These included

recordings of typioal ocommunications signals that were provided by RADC,

AT €T oy G T Ty

-wi several recordings that were provided by foderal and local investigative
i

agencies, and a recording that . was made 1in the cockpit of a commereial

| 'airoraft shortly before it crashed. The background noises rahged from. white

to pink, and the estimated S/N in the test signals ranged froa 10 dB to -& dB,

The optimum scale factors for the zero quefrency component of the

root~cepatrun tended to aluster at a value of 0,75, For the low-quefrency

band (0.1 msec through 0.5 mses) the optlsum scale factor wes 0.5, and for the

baud sahove 0.5 maec it was 0.5,

1t was observed that the optimut values did aot ochangs with changea in

the spectral distribution oi' the aoise, Thus, unlike some enhancemeht

, procadures that prosess the sigual in the spectrum domain, it 1 nub necessary

in INTEL to keep track ol the distributlon of wideband randow noise.

Informal 1latening tests showed that *the gurgling qualicy in the

regenerated nolss at the output of the INTEL procesm was great’y reduced over

that 1n previous versiocns of the process. At the same time, the enbtancenent




of S/N was far greater, ranging between 12 dB and 14 dB. The improved
f performance of INTEL, as implemented in the SEU, over prev.-us simulated
versions of the process is due entirely to the use of optimum cepstrum
function scale factors. On the average, the intelligibility of the
: regenerated speech signals was neither improvea nor reduced when compared with
‘ that of the input signals. On the other hand, the greatly reduced noise level
in the output, together with the reduced gurgling quality in the noiase, led to
a significant improvement in the listenabil!ty of the speech in the INTEL

output.

4,1.2 DSS and IMP ﬁ
Although neither the DSS nor the IMP process was modified in the final 1
version of the SEU, it was observed that their performance was improved over

that in the first stage version of the device. We believe that this ‘

improvement 1s a result of the inclusion of an automatic input gain control in

the pre-processor., This device continuously maximizes the input signal level

and thereby assures maximum use of the 1l4-bit dynamic range of the
anaolg-to~digital conversion system. (In effect, the AGC adds five more bits g

to this range.)

TR TR S o T s
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y,2 Recommendations

Based on our observations of and our experience with the SEU we can

ﬂ( recommend & number of changes that would make the system more useful and more

effective, Some of these could be implemented quickly and economically in the
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current version of the SEU. Others would require some additicnal research or

development .

4.2.1 Changes Not Requiring Research

The INTEL process as designed and implemented works very well for
signals in which the background noise ievel either is oconstant or changes at
some reasonably oontinuous rate. However, in practice it sometimes heppens
that the SEU input signal disappears for a brief period and then reappears,
This will occour, for example, when an FM transmission drops below the squelch
level of a receiver and then rises above 1it. In the present aystem, the
cepstrun threshold funotion diminishes steadily during the time that the
signal is lost, At the same time, the output AGC gain increases steadily.
Consequently, when the signal 1is restored, the audio output of the SEU is
initially very loud. Then, as the proper cepstrum threshold and AGC levels
are regenerted, the output level returns to the same value it had before the
signal disappeared. Thesc initial bursts of sound level can be very annoying
and can affect the intelligibility of the speech sounds that jmmediately
follow them. The bursts cen be eliminated entirely by changing the INTEL
learning process and the output AGC process so that, at the option of the
operator, the AGC gain level arnd the cepstrum threshold are held constant from
the moment he activates appropriate switche.. During the time that these
functions are held constant, the AGC gain level and the average root-cepstrum
of the input nolse would be updated continuously in the normal manner. Thus,
as soon as the operator releases the "holds" on the cepstrum threshold and on
the AGC gain level, correct values for these functions would be available

immediately.
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A second recommended change is to restore some manual gate capabllity to
the DSS process. It sometimes occurs that when wideband randcm noise that
accompanies a signal has been attenuated by INTEL, a few <tones that were
obscured by the noise are revealed. Even when tones are loud enough to be
audible in the input signal, the presence of prandom noise can make it
impossible for the automatic DSS process to detect them, The availability of
manual gates would permit the operator of the SEU to attenuate such tones when
they occur.

A third recommended change is to restore somne ability to change the
duration of the DSS process period. The 200-msec period that is immplemented
in the current version of the SEU is satisfactory for stable or slowly
changing tones, but it is too 1long for the DSS process to detect rapidly
changing tones. The addition of a capability for changing the process period

to 100 msec when desired would extend the usefulness of the SEU.

4,2.2 Changes Requiring Additional Research or Development

The INTEL process attempts to distinguish between the root-cepstrums of
speech and of random noise. The ability to discriminate between these classes
of signals is maximized when the analysis window is optimally matched ¢to the
spectral dynamics of the components of speech throughout the spectrum. The
use of single analysis window for all spectrum components, as in the current
version of INTEL, makes it necessary t{v set the window length to a compromise
value, By experiment, this value was found to Le about 50 msec. Ideally, a
100-msec window would best match the speech components below 750 Hz, a 50~msec
window would be best for the range 750 Hz to 1500 Hz, and a 25-usec window for

the range above 1500 Hz, The use of a variable window should be explored to
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evaluate what advantages, if any, it would provide over the use of a single,

fixed window,

A second change that should be examined is the substitution of a

trapezoidal function to weight the input signal for the <triangular function

that currently is used. The current function requires a 50 percent overlap of
= successive analysis windows, Consequently, each sample of the input signal
must be processed twice. With a trapezoidal weighting function, ¢the overlap

could be reduced substantially, with a consequent reduction in the number of

sample points that must be processed per second. jhe result would be an
increase 1in the time that is ava;;able for other processes that could be
implemented in the SEU.

The final recommended change is to use an EPROM memory to permanently
store the SEU software inside the MAP., With the programs instantly available,
the SEU could automatically be reaéy for use in less than one-tenth of a

second after power was turned on or after it was restored if a powver

e d‘um i el .

! interruption occurred. With such a memory in place, the SEU would be free of
the need to be connected to an external device to load the SEU programs into

the MAP, and the unit would become a self-contained, moblle device. )
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